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icrochannels using photobleached
molecular tracers: a tool to discriminate solvent
velocity in flows of suspensions

Florinda Schembri,† Hugues Bodiguel* and Annie Colin

We report the development and analysis of a velocimetry technique based on the short time displacement

of molecular tracers, tagged thanks to photobleaching. We use confocal microscopy to achieve a good

resolution transverse to the observation field in the direction of the velocity gradient. The intensity

profiles are fitted by an approximate analytical model which accounts for hydrodynamic dispersion, and

allow access to the local velocity. The method is validated using pressure driven flow in microfluidic slits

having a thickness of a few tens of micrometers. We discuss the main drawbacks of this technique which

is an overestimation of the velocity close to the walls due to the combination of molecular diffusion and

shear. We demonstrate that this error, limited to a near wall region of a few micrometers thick, could be

controlled by limiting the diffusion of fluorophore molecules or minimizing the bleaching time. The

presented technique could be combined with standard particle imaging velocimetry to access velocity

differences and allow particle trajectory analysis in microflows of suspensions.
1 Introduction

A suspension is a system where particles are dispersed
throughout a solvent.1 These systems are ubiquitous in nature
and are encountered in many areas ranging from cement and
concrete technology, ceramic processing, coating and pigment
technology, propellants and explosive science, mineral pro-
cessing, soil science, composite processing and various slurry
ow technologies. Precise predictive models of ow of such
complex uids are crucial in many applications from food to
aeronautical industry. Accurate simulation of suspension ows
is a crucial enabler for industrial process optimization.
Composite material fabrication, propergol paste into a mould,
injection or ejection of suspensions through nozzles in
biomedical practice represent archetypical applications. In all
these applications, suspensions are submitted to ow. Hence
the rheology of suspensions is the object of intense research
from the theoretical, experimental and numerical points of
view. In this area, a well-known and long-standing problem in
uid mechanics has been the calculation of the effective
viscosity of a suspension. The dilute and semi-dilute regimes
have been well understood since the pioneering studies of
Einstein (1905) and Batchelor and Green (1972). In the past
decades, many studies have been focused on the concentrated
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regime where the average distance between the particles is less
than the mean size of a particle. As suggested by dimensional
analysis and conrmed by numerical simulations and experi-
ments, dense suspensions of hard spheres are Newtonian: the
shear stress is proportional to the shear rate. However, in this
regime shocks between particles and short-range forces give rise
to concentration inhomogeneities2 that may be misinterpreted
as non-Newtonian effects. Indeed, numerous authors reported
experimental data of relative suspension viscosity apparently
showing shear rate dependence. Nevertheless, Ovarlez et al.3

showed that this phenomenon is rather related to a heteroge-
neous distribution of the particle concentration in the rheom-
eter. Understanding the ow of a dispersion requires thus to
address the question of the particle migration and of the
building of concentration heterogeneities. The migration ux is
directly related to the difference between liquid and particle
velocities.4 At this stage, the simultaneousmeasurement of both
velocities in the ow direction has never been performed. In
this article, we display an experimental setup allowing such a
characterization of the ow.

Particle velocity is classically measured using micro-particle
tracking velocimetry (PTV). This technique is widely used as it
allows acquiring, with a great resolution time and space,
resolved velocity proles.5–7 The sample is illuminated so that
the particles are visible. A camera records their movements. The
analysis of the movies involves two basic steps. The rst is
segmentation, in which multiple particles in a eld of view are
identied and discriminated. Subsequently, an algorithm
tracks the particles individually to monitor their displacement
between successive video frames.8 Tracking algorithms used to
Soft Matter, 2015, 11, 169–178 | 169
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Fig. 1 Scheme of the microflow device used in the experiments. Two
rectangular borosilicate capillaries of h1 ¼ 50 mm, w1 ¼ 500 mm and h2
¼ 100 mm,w2¼ 1000 mmcross-sections are used. Their length is equal
to L ¼ 100 mm. The flow is pressure driven and imaged at 60 frames
per second. The fluid is photobleached in a rectangular region,
perpendicular to the flow gradient, of fixed length lb ¼ 106.63 mm and
of width wb varying from about 6 mm to 20 mm. The observation
window (right) is 106.63 � 106.63 mm. The bleaching time sb has been
varied with a maximum value of 480 ms.
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date have included cross-correlation of subsequent images,9

calculation of the center-of-mass (centroid) of the object of
interest10 and direct Gaussian ts to the intensity prole.11 Some
groups have claimed nanometer resolution.

The solvent measurement velocity is less developed. The use
of molecular tracers has been proposed in previous studies (see
ref. 12 for a review of a pioneer study). Caged-uorescent dye
molecules have proven to be very powerful13,14 but require the
use of UV-light (and consequently adequate materials for device
fabrications) and expensive sensors. In contrast, photo-
bleaching of uorescent dyes uses visible wavelengths and
moreover it is a standard option in confocal microscopy
equipments.

Two main strategies have been developed to take advantage
of photobleaching to measure ow velocities. The rst one is
based on the fact that the uorescence intensity under a given
illumination monotonically increases with the ow velocity.
This technique, designed as laser induced uorescence photo-
bleaching anemometry (LIFPA),15,16 has been extended to single-
point measurements17 allowing the determination of velocity
proles. Successively, the same group showed that it can be
coupled with stimulated emission depletion (STED) microscopy
in order to achieve a spatial resolution below the micron scale.18

The main drawback of this method is the need of light intensity
calibration prior to the measurements. One can thus anticipate
that, although very powerful for some applications, this draw-
back could limit its use with heterogeneous and complex uids.

The second class of the molecular tracer velocimetry (MTV)
techniques based on photobleaching take advantage of direct
spatial measurement of the displacement of a photobleached
region in the ow19–24 with a bright uorescent background. It is
thus similar to the principle of m-PIV, but with tagged molecules
as tracers. The disadvantage of such a size reduction is an
increase of tracer diffusivity, which rapidly broadens the band
created by the laser. To overcome this issue, Molho et al.19 and
Mosier et al.20 used uorescein graed on macromolecules to
reduce its diffusivity. Furthermore, the use of macromolecular
probes suffers from similar limitations to particle probes.
Nevertheless, hydrodynamic dispersion remains an important
drawback and it has been concluded that it was better adapted
to electroosmotic ows than pressure-driven ones. In the work
of Cuenca and Bodiguel,22 it was shown that a small uorescent
molecule could be used even in the Taylor–Aris dispersion
regime, focusing on a very short time regime just aer the
bleaching. This study was devoted to very thin channels, so that
the velocity eld along the thickness was averaged. A method
was proposed in recent studies of Ponjavic et al.23 and of Wexler
et al.24 to obtain information on the velocity eld in the trans-
verse direction, based on the fact that the dispersion of the
photobleached spot is strongly related to the velocity gradients.
However, this approach is only valid where the features of
transverse velocity proles are known, as it only gives access to
the global shear rate.

In this work, we show that 2D-velocimetry is possible using
photobleaching based MTV, with a spatial resolution on the
order of a few micrometers, and with small molecular dyes. The
idea is very simple since it takes advantage of confocal
170 | Soft Matter, 2015, 11, 169–178
microscopy to achieve the required resolution in the vorticity
direction. We focus on short times following a bleached region
of uid, similar to ref. 22, in order to reduce dispersion and
diffusion issues. The main advantage of this technique is the
use of molecular tracers. Moreover the presented technique
does not require any calibration. We explain in the following
that due to the short time limit required, a detailed analysis of
the intensity curves is oen necessary. Then, we validate the
measurement in Poiseuille ow, and discuss the systematic
error occurring in the near-wall region. Finally, we propose an
application of the technique to the velocity calculation of both
uids and particles in semi-dilute and dense regimes for
suspensions of hard spheres, by combining our technique with
m-PTV.
2 Experimental details

Confocal photobleaching velocimetry is developed and vali-
dated using pressure driven ows in microchannels. Since we
only focus here on 2D velocimetry, we use microchannels
having a large aspect ratio, as depicted in Fig. 1: the channel
width is ten times the height. Two microchannels are used, of
heights 50 and 100 mm, and of length 100 mm. They are fabri-
cated in borosilicate and were purchased from Vitrocom. The
inlet and outlet of the capillary are directly immersed in a
plastic reservoir of controlled pressure, set using a pressure-
control regulator (MFCS 4C, Fluigent). This simple setup allows
us to impose a well dened and stable pressure gradient, with
an accuracy smaller than 1%.

The capillary is placed just above a Zeiss LSM 5 inverted
confocal microscope, with an oil immersion 40� objective of
numerical aperture 1.3. In full resolution, the imaging
frequency is limited to 60 frames per second. The pinhole
aperture has been set at its minimum (1 mm). The same laser
(l ¼ 488 nm) is used to bleach and image the ow. During the
bleaching step, the laser power is set at its maximum (100 mW)
This journal is © The Royal Society of Chemistry 2015
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and illuminates a small portion of the observation eld as
shown in Fig. 1. Since we only focus here on 2D velocimetry, we
chose for the bleached region a rectangular zone oriented along
the x-axis, perpendicular to both the ow direction (y) and the
velocity gradient (z). Two parameters could be easily varied: the
width of the bleaching line, and the duration of the bleaching
step. Just aer this step the imaging sequence starts, in which
the laser intensity is lowered at about 70% of the maximum
intensity.

The experiment requires the bleaching to be highly efficient
to improve the signal to noise ratio. Indeed, as will be explained
and illustrated in the following, on one hand the bleaching
duration needs to be small in order to reduce the diffusion of
the bleached dyes, and on the other hand the signal to noise
ratio needs to be increased in order to be able to determine
accurately the intensity prole. Optimal conditions for bleach-
ing and illumination are thus required. For that purpose, we use
aqueous solutions of uorescein isothiocyanate (FITC)
purchased from Sigma-Aldrich at a concentration of 0.1 � 10�3

mol L�1 and adjust the pH of the mixture to a value of 7 by
adding some drops of NaOH. Within these conditions (and
without ow), the uorescence intensity drops approximately by
a factor of 2 in 0.25 s, at the maximum laser power.

In order to characterize the bleaching resolution in the
vorticity direction, we performed a vertical (z) scan of an
immobile sample of uorescein in a water–glycerol mixture at a
mass ratio of 1 : 9, just aer photobleaching a region aligned in
the x direction at z ¼ 0 mm (channel center) in a microchannel
with h ¼ 100 mm. The resulting uorescence intensity is dis-
played in Fig. 2. The diffusion coefficient of uorescein in this
solution is on the order of 10�12 m2 s�1, so that the distance
travelled due to diffusion is about 1 mm, given the experimental
Fig. 2 Experimental determination of the Rayleigh collimated range in
a microchannel of h ¼ 100 mm filled with a fluid having a viscosity
approaching the viscosity of glycerol in order to minimize the effect of
molecular diffusion. The 3D imaging has been performed after
bleaching a 6 mm rectangular band at z ¼ 0 mm and then imaging half-
channel while the fluid is at rest. In order to have a clear view of the
bleaching depth the bleaching time has been set to sb ¼ 0.73 seconds.
The depth of the photobleached region is about 10 mm. For symmetry,
in the picture is shown half of the total channel height.

This journal is © The Royal Society of Chemistry 2015
time scale. Thus the image reects spatial variations of the
photobleaching in the z direction due to the numerical aperture
of the used objective. It is clear from this measurement that
photobleaching is rather poorly resolved in the vertical direc-
tion, in contrast to the resolution in the focal plane. The typical
decay of the photobleaching occurs at about 10 mm. When
departing from the initial focal plane, the bleached line
becomes smoother and wider reecting the Gaussian beam of
the laser with maximum intensity in the focal plane. An
important consequence of this is the fact that we can assume in
a rst approximation that the photobleaching is independent of
z, providing that vertical displacements within the experimental
time scale are also smaller than 10 mm and by choosing the
minimum pinhole for the confocal measurements.
3 Intensity curve analysis
3.1 Intensity curve measurements

We focus in this paper on ows that are invariant in the x-
direction (see Fig. 1). This allows to increase of the signal to
noise ratio by averaging the image along x. The resulting
intensity curves I(y) are however not uniform, even without
bleaching, and their shapes depend on the ow rate and optical
conditions. This is mainly due to the progressive bleaching of
the solution, which occurs even with the low intensity laser
power used for the observation. Without ow, the intensity
decreases slightly with time. As soon as the ow is set, the image
reaches rapidly a steady state exhibiting an intensity gradient,
in the opposite direction to that of the ow. In order to suppress
this effect, we systematically acquire a reference image I0(y),
with the same imaging parameters as the image sequence used
for the velocity measurement. Then the corresponding refer-
ence image I0(y) (image before bleaching) is systematically used
to normalize each one of the bleached sequence. In the
following, we dene as “intensity” the quantity (I0 � I)/I0. The
intensity vanishes when the bleached molecule concentration is
much smaller than the total dye concentration, and this is a
monotonic function of the bleached molecule concentration.
For the laser power used and the uorescein concentration, we
have veried that the relationship between (I0 � I)/I0 and the
bleached dye concentration is linear.22

Fig. 3 shows examples of the resulting intensity proles for
different microow conditions. Depending on the experimental
parameters (uid velocity and viscosity, bleaching width wb and
duration sb), these proles can exhibit various shapes, which
might be classied into three categories, as illustrated in Fig. 3.
The proles are oen Gaussian-like (see e.g. Fig. 3, top). The
symmetry reveals an equilibrium between convection and
diffusion. By increasing the velocity (or by increasing the
bleaching duration), they become asymmetric, long-tailed in
the ow direction, denoting an increase of convection with
respect to molecular diffusion. When increasing the uid
viscosity at small velocities, the longer tail switches to the
opposite side (see Fig. 3, bottom) and the curves try to maintain
the shape of the rectangular source. We propose in the
following an analysis aiming to describe these shapes, to extract
Soft Matter, 2015, 11, 169–178 | 171



Fig. 3 Examples of intensity curves in the observation window after
photobleaching for different experimental conditions. The signals are
obtained by row-averaging in the x-direction and after normalizing by
the background signal (image before bleaching). The solid lines are the
experimental data (displayed each 116 ms) while the dash-dotted
curves are the best fits to the experimental data, by using eqn (8) and
(9). The fitting parameters are the velocity v(z0), the local shear rate _g

and the curve center x0. (Top) Gaussian-like profiles obtained at DP ¼
0.8 mbar with a fluid of viscosity of h¼ 0.0059 Pa s (D¼ 7.1� 10�11 m2

s�1); bleaching parameters: sb ¼ 0.32 s, wb ¼ 11 mm; fitting parameters
v ¼ 40 mm s�1, _g x 0. (Middle) Asymmetric triangular profiles are
obtained by increasing the applied pressure to DP ¼ 2.4 mbar, and
increasing the bleaching time and width (sb¼ 0.5 s,wb¼ 18 mm); fitting
parameters v¼ 77 mm s�1, _g¼ 6.6 s�1. (Bottom) Increasing the viscosity
to h ¼ 0.0388 Pa s (D ¼ 1.1 � 10�11 m2 s�1), the profiles become
asymmetric with themaximum value shifted toward the flow direction;
bleaching parameters: sb¼ 0.5 s,wb¼ 18 mm; fitting parameters y¼ 16
mm s�1, _g ¼ 9.6 s�1.

Soft Matter Paper
from their dynamics the local uid velocity to reconstruct the
2D velocity proles.
Fig. 4 Numerical solutions of the Green function of eqn (1), for Pe ¼
133 at ~t ¼ 0.06, 0.66, 1.32 and 2.
3.2 Theoretical analysis of the intensity measurements

Let us consider the transport properties of the bleached mole-
cules in a pressure driven ow in parallel plate geometry. The
velocity v is aligned with the y-direction, parallel to the plates,
and the velocity gradient is perpendicular along the z direction.
The concentration eld c(y, z) of the bleached molecules is
solution of the convection–diffusion equation:

vc

vt
þ vðzÞ vc

vy
¼ DDcþ s (1)
172 | Soft Matter, 2015, 11, 169–178
with, as boundary conditions, no ux at the channel walls and a
vanishing concentration at innity. In the previous equation, D
is the molecular diffusion coefficient and s is a source term
corresponding to the bleaching process. For the plane Pois-
euille ows in channels of height h considered in this study, the
velocity along the z-axis is v(z) ¼ U(1 � 4z2/h2).

As shown in the previous section, the bleaching efficiency is
maximal in the focal plane but only slightly decreases when
moving along the z-direction. Therefore, as a rst-order
approximation, we could assume the source term s to be inde-
pendent of z. As will be detailed in the following, we cannot
neglect the nite duration and the nite width of the bleaching
process. The solution of eqn (1) corresponding to the real source
term could be easily derived by convolving the latter with the
impulse response, i.e. when s is a simple pulse in time and in
the ow direction. We will thus rst focus on the Green function
of the problem, c0, before proceeding with its convolution. This
situation corresponds to the classical dispersion phenomenon
in Poiseuille ows, rst studied by Taylor25 and Aris,26 and then
rened and generalized by tens of authors due to its practical
importance in many elds, including analytical chemistry. For
the velocimetry application that is the purpose of this work, we
need to focus on the short time response as the asymptotic
concentration prole at long times is independent of z. Unfor-
tunately there is no simple analytical solution available at all
times, so we will use a numerical solution.

A simple way to compute it is to solve the corresponding
stochastic equation. For this purpose, we consider 105 tracer
particles homogeneously distributed in the z direction. The
particles are launched at t¼ 0 from position y¼ 0. The particles
are convected by the ow and diffuse randomly; their positions
~ri(t) are computed according to:

~riðtþ dtÞ ¼~riðtÞ þ vðzÞdt~ey þ 2
ffiffiffiffiffiffiffiffi
Ddt

p
~ui; (2)

where ~ui is a unit vector with a random direction in the plane
(~ey,~ez). Fig. 4 displays the evolution of the concentration eld in
dimensionless coordinates (~y ¼ 2y/h, ~z ¼ 2z/h, ~t ¼ t2U/h) for a
Peclet number Pe ¼ Uh/D ¼ 133. At the short and moderate
times displayed, the concentration eld reects roughly the
parabolic prole of the velocity. We note however that close to
the wall, the maximum of the concentration does not remain
immobile as it would be the case in the absence of shear and
diffusion. We will come back to this point later.

From the experimental intensity proles and using the above
detailed numerical approach, one could use an inverse method
to deduce the velocity prole. However, this strategy is time
This journal is © The Royal Society of Chemistry 2015



Fig. 5 Comparison between the numerical solution (a) and the
approximate analytical solution (b), for Pe ¼ 133 and ~t ¼ 2. (c) Detailed
comparison of the velocity profile v(~z) and the apparent velocity vapp,
obtained by fitting for each height ~z, the numerical solution with the
approximate analytical one. Line colors are set according to time ~t as
indicated in the color bar.
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consuming and we propose in the following a more direct and
robust approach to obtain the velocity eld, based on an
approximate analytical solution.

Let us recall the main features of the classical dispersion
problem of diffusing probes in pipe ow or in between parallel
plates. Three regimes of spreading of a very thin line could be
distinguished.27 At very short times, for t� h4/3U2/3/D1/3 (i.e.~t�
Pe1/3), dispersion due to molecular diffusion dominates over the
effect of shear. The probes are convected according to the
velocity prole and the line width scales as s ¼ ffiffiffiffiffi

Dt
p

. At longer
times, but before the characteristic time to diffuse along the
whole thickness sd ¼ h2/D (i.e. Pe1/3 � ~t� Pe), the dispersion is
due to the combination of transverse diffusion and longitudinal
shear. In this regime of so-called anomalous diffusion,28 the
dispersion increases more rapidly with time, and scales as
UD1/2t3/2/h. The well-known Taylor dispersion only occurs at
long times, i.e. for t[ sD. Clearly, this regime is not interesting
for velocimetry applications since the diffusion process
homogenizes the concentration along the thickness, and the
traveling velocity of the bleached line equals the mean value of
the velocity eld, as in the case of ref. 22 where the considered
thicknesses were smaller than a few micrometers. Note that in
channel ows, a fourth regime exists at longer times,29 for t [
w2/D, where hydrodynamic dispersion along the channel width
takes place. There is no need to consider it in this study and we
can model the ow geometry by two innite parallel plates.

For the experiments presented here, sd is always greater than
25 s for the solutions studied (diffusion coefficient of uores-
cein of 4 � 10�10 m2 s�1 in water30), whereas the experiment
duration is less than 1 s. We thus focus on the solution of the
convection–diffusion equation in the diffusive and anomalous
regime, where the characteristic transverse distance traveled by
the tracers is much smaller than the channel thickness. In our
experiments, the concentration prole is measured in the focal
plane, located at z0. It is then convenient to rewrite eqn (1) in the
moving frame v(z0), and in the vicinity of the observation plane

vc

vt
þ ðz� z0Þg: ðz0Þ vc

vy0
¼ DDcþ s (3)

where y0 ¼ y � v(z0)t and _g is the velocity gradient at z ¼ z0. Note
that we only keep the rst term of Taylor expansion of the
velocity eld since the transverse displacement due to diffusion
remains small.

The impulse response of eqn (3) is given by:31

c0ðy0; tÞ ¼ HðtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pDeffðtÞt

p exp

�
� y0

2

4DeffðtÞt
�
; (4)

where

DeffðtÞ ¼ D

�
1þ 1

3
g
: 2
t2
�

(5)

and H(t) is the heavyside function. This solution predicts that
the concentration proles are Gaussian functions at a given
height ~z centered at v(z0). Note that this solution is not valid
close to the wall since the no-ux boundary condition is satis-
ed for z ¼ �N and not for z ¼ �h/2. We can thus anticipate
some deviations from this solution in the near-wall region, but
This journal is © The Royal Society of Chemistry 2015
also in the center where the rst term of the Taylor expansion
vanishes.

Fig. 5 shows examples of the concentration proles corre-
sponding to the numerical solution of eqn (1) and to the
approximate analytical solution displayed eqn (4). The two sets
of data agree quite well in the typical range of time scales cor-
responding to the experiments. Slight discrepancies are
however evidenced close to the wall. The numerical simulation
does not predict spreading in the negative ~y region whereas the
analytical formula does. To go further in the comparison of the
two methods, we use the analytical expression to t the
numerical solution at xed heights with effective dispersion
coefficient Deff and apparent velocity vapp as tting parameters.
The ts are excellent as the concentration proles of the
numerical solution are Gaussian-like for a given height. The
difference between the local velocity and the best t parameter
vapp is shown in Fig. 5c. We note that it exists a discrepancy
between the two sets of data in a thin region close to the wall
which increases with time. The analytical approximate solution
underestimates the longitudinal displacement in the vicinity of
the wall and slightly overestimates it in the center of the
channel. These differences are easily explained by considering
the longitudinal transverse displacement due to molecular
diffusion which averages the convective displacement on a
distance on the order of

ffiffiffiffiffi
Dt

p
. In the center of the gap, the
Soft Matter, 2015, 11, 169–178 | 173
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difference between the two approaches is less than 1% of the
maximal velocity so that we neglect it in the following. Close to
the wall however it is worthwhile to quantify it. We have veried
that the above scaling argument applies, i.e. the apparent
velocity at the wall increases as g

: ffiffiffiffiffi
Dt

p
. More precisely, we nd

that it is within 1% given by

vwallx2:56U
ffiffiffiffiffiffi
Dt

p �
h: (6)

Both the bleaching duration sb and spatial width wb cannot
be neglected since they are on the order of the acquisition time
scale. From the approximate Green function c0 displayed in eqn
(4), the solution for an arbitrary source could be calculated
using a convolution, which reads

c(y0, z, t) ¼ Ð
c0(l, s)s(y0 + v0(t � s) � l, t � s)dsdl, (7)

We assume that the source s is given by s(y, t) ¼ s0l(y/wb)
l(t/sb), where l is the rectangular function. We obtain for t >
sb/2:

cðy; z0; tÞ ¼ c0

ðtþsb=2

t�sb=2
½jðwb; sÞ � jð�wb; sÞ�ds; (8)

where

jðwb; sÞ ¼ erf
wb=2þ y� vðz0Þsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Ds

�
1þ s2g

: 2�
3
	q

2
64

3
75: (9)

Eqn (8) and (9) are of great practical interest since we could
use them directly to t the experimental intensity proles, and
to extract the apparent velocity. In order to obtain a robust
tting procedure, we proceed as follows. For a given height z0,
the whole time series of 15 images is tted simultaneously, with
the local velocity v0, the shear rate _g and the constant c0 as
tting parameters. Examples of the resulting intensity proles
are displayed in Fig. 3. The good agreement obtained shows that
the assumption of a rectangular source term both in time and in
space is valid, and validates the method. It is worth noting that
the model accounts well for the asymmetric shapes of the
intensity curves. We also nd that the tting procedure is rather
sensitive to the diffusion coefficient, and it would also be
possible to deduce it from the experiments. The value of the
molecular diffusion coefficient set in our tting procedure was
calculated assuming that D ¼ Dwhw/h, where h is the liquid
viscosity, Dw is the uorescein diffusion coefficient in water (4�
10�10 m2 s�1, according to ref. 30), and hw the water viscosity.

To conclude this section, two additional comments should
be made.

First, we recall that the above solution is only valid for t� sd.
At longer times, the transverse displacement would be large and
the modeling of the velocity eld by a single local shear rate (see
eqn (3)) would not be valid. In principle, one should also
include an extra term in the Taylor expansion in the center of
the channel since the shear rate vanishes, but proles acquired
in this region still show good agreement with the proposed
174 | Soft Matter, 2015, 11, 169–178
model. Furthermore the inuence of the no-ux boundary
conditions at the wall would at longer times affects the whole
concentration eld.

Second, although the impulse response (eqn (4)) exhibits a
maximum at y ¼ v(z0)t, this is generally not true for a source of
nite duration (eqn (8)). The corresponding solutions are
asymmetric, and the curve shape evolves with the observation
time. They eventually reach a Gaussian-like prole. Therefore,
by looking simply at the displacement of the maxima of the
intensity curves it would lead to systematic errors, whenever the
proles are non-symmetric.

4 Velocity measurements

In order to validate the proposed velocimetry method, we apply
it on pressure-driven ows. We recorded videos of the ow at
successive heights covering the whole channel depth. It is
necessary to wait a few seconds between two bleaching steps at
different z in order to ensure that bleached molecules have
traveled out of the observation window. We apply this experi-
mental procedure for two different channels with h1 ¼ 50 mm
and h2 ¼ 100 mm and two different viscosities h1 ¼ 0.0059 Pa s
and h2 ¼ 0.0388 Pa s by controlling accurately the inlet–outlet
pressure DP. As discussed in the previous section, different
families of intensity curves are obtained from experiments. The
ow proles are obtained by tting simultaneously 15 experi-
mental curves, captured at each focal plane and corresponding
to an observation time of s0 ¼ 0.25 s, with eqn (8) and (9), and
having the local velocity, shear rate, and curve center x0 as
tting parameters. Fig. 6 displays the corresponding results in
channels of heights 50 (top, Fig. 6) and 100 mm (bottom, Fig. 6).
They are compared with the theoretical proles, corresponding
to Poiseuille ow, i.e. v ¼ U(1 � 4z2/h2), where U ¼ h2DP/8hL.
There are no tting parameters; the viscosity h has been
determined for the two uids by using a cone–plate rheometer.

For the sets of experiments we calculate the velocity at the
channel center. This procedure is rather easy because the
intensity curves are almost Gaussian-like at z0 ¼ 0 and the
dynamics of the intensity curves is not affected by the local
shear rate _g as it will be explained in the following. In Fig. 7 the
maximum velocity versus the applied pressure DP is shown.

From this graph we can conclude that the method is well
suited to calculate the maximum velocity with and error below
1%. The limit in the maximum velocity calculation lies mainly
on the acquisition frame rate and on the size of the observation
window (space available to have at least two intensity curves)
because the displacement of the prole becomes too fast to be
monitored. We can conclude that, with our optical setup, the
limit in the maximum velocity is about 485 mm s�1 (see light
triangles in Fig. 7). It would be possible to extend the experi-
ments to higher velocities by using an objective of lower
magnication, but the confocal depth would then be higher,
lowering the z-resolution of the transverse prole. As for the low
velocity limit, the band displacement would become too small
as compared to the line diffusion. We did not test this low
velocity limit in this work, but since dispersion due to shear is
in this case negligible, it is possible to refer to our previous
This journal is © The Royal Society of Chemistry 2015



Fig. 6 Comparison between measured velocity profiles and theoret-
ical prediction of the Poiseuille flow (dashed lines) for different applied
pressure (top) DP ¼ 2.8 mbar (light squares), DP ¼ 1.1 mbar (full
squares), DP ¼ 16.4 mbar (light circles) and DP ¼ 5.4 mbar (full circles)
in a h ¼ 50 mm microchannel with a fluid having a viscosity of h ¼
0.0059 Pa s (squares) and h ¼ 0.0388 (circles). (Bottom) DP ¼ 1 mbar
(light squares),DP¼ 0.6mbar (full squares),DP¼ 2.6mbar (light circles)
and DP ¼ 0.4 mbar (full circles) in a h ¼ 100 mm microchannel. The
viscosity of the fluid is h¼ 0.0059 Pa s (squares, D¼ 7.1� 10�11 m2 s�1)
and h ¼ 0.0388 (circles, D ¼ 1.07 � 10�11 m2 s�1).

Fig. 7 Maximum velocity U versus the applied pressure. The lines
correspond to the theoretical values while symbols correspond to the
values calculated from experiments for a h¼ 50 mmmicrochannel with
a fluid having a viscosity of h ¼ 0.0059 Pa s (full triangles) and h ¼
0.0388 Pa s (light triangles); for a h¼ 100 mmmicrochannel with a fluid
having a viscosity of h ¼ 0.0059 Pa s (full squares) and h ¼ 0.0388 Pa s
(light squares).

Fig. 8 Apparent velocity measured at the wall as a function of the
maximum velocity U for a h ¼ 50 mmmicrochannel with a fluid having
a viscosity of h ¼ 0.0059 Pa s (full triangles) and h ¼ 0.0388 Pa s (light
triangles); for a h¼ 100 mmmicrochannel with a fluid having a viscosity
of h¼ 0.0059 Pa s (full squares) and h¼ 0.0388 Pa s (light squares). The
lines are the best linear fit of slope 0.17 (light squares), 0.24 (light
triangles), 0.25 (full squares) and 0.43 (full triangles). We expect (see
text) that nwallx2:56

ffiffiffiffiffiffi
Ds

p
=h� U . The theoretical values (0.1, 0.198, 0.27,

0.57) are in general in good agreement with the experimental values.

Paper Soft Matter
work,22 where velocities as low as 0.1 mm s�1 were reported.
Coming back to the reconstructed velocity proles, it is however
clear from the proles in Fig. 6 that there is a deviation between
experimental and theoretical proles close to the walls. The
experimental results overestimate the theoretical velocity at the
walls and this overestimation is proportional to the maximum
velocity (see Fig. 8). Since we do not expect at these length scales
This journal is © The Royal Society of Chemistry 2015
any deviations from the Poiseuille law, there is a bias coming
from the experimental technique itself. For the experimental
conditions of the data reported in Fig. 6, the near-wall region
Soft Matter, 2015, 11, 169–178 | 175



Soft Matter Paper
represents a maximum value of about 5 mm at the lower
viscosity value. As detailed in the previous section, the theo-
retical predictions are not valid near the walls, since the used
solution does not respect the no-ux boundary conditions at the
wall. In the data displayed in Fig. 6, the experimental time s,
which is the sum of the bleaching time and the observation
time, is about 0.5 s, and the local shear rates on the order of 1
s�1, so the | _g|s is on the order of unity. Therefore, in eqn (9), it is
not possible to neglect the advection term due to the local shear
rate. During the experimental time, the transverse displacement
due to diffusion is given by

ffiffiffiffiffiffi
Ds

p
. Therefore, in the plane located

in z0, the bleached molecules observed at time s have explored
by diffusion a layer of height

ffiffiffiffiffiffi
Ds

p
centered at z0. Due to local

shear, there is thus an additional displacement in the ow
direction of the order of _gD1/2s3/2. In a simple shear ow and
away from the wall, it is straightforward by symmetry that this
displacement does not have any consequences on the mean
displacement. Only the spreading is affected, as captured in the
analysis, eqn (5). However, the wall breaks the vertical
symmetry, and the additional positive displacement due to the
local shear is not counterbalanced in the vicinity of the solid
surface. Therefore, the velocity is overestimated in a near-wall
region of extent

ffiffiffiffiffiffi
Ds

p
, by a quantity g

: ffiffiffiffiffiffi
Ds

p
. As a practical

consequence, the overestimation of the velocity near the wall
could be smaller by reducing the experimental time or by
decreasing the diffusion D of molecules thus increasing the
uid viscosity. This is checked in Fig. 9, where the apparent
measured wall velocities normalized by the maximum velocity U
and plotted versus

ffiffiffiffiffiffi
Ds

p
=h are reported. The spreading of the
Fig. 9 Measured velocity at the wall normalized by the maximum
velocity U and plotted as a function of

ffiffiffiffiffiffi
Ds

p
=h, where s is the total

experimental time s ¼ sb + s0; s0 is the observation time, on the order
of 0.23 s while sb can be varied (from 0.38 s to 0.48 s) according to the
experiment. The best linear fit is 2:2

ffiffiffiffiffiffi
Ds

p
=hþ 0:10. Light and full

symbols denote respectively higher (h ¼ 0.0388 Pa s) and smaller
viscosities (h ¼ 0.0059 Pa s). Squares indicate a channel thickness h ¼
100 mm and triangles h ¼ 50 mm.
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points for xed
ffiffiffiffiffiffi
Ds

p
=h in the vertical direction is due to the

increase of _g with the imposed pressure gradient. The scaling is
well captured for the size of channels and viscosities of uids
tested. In fact, looking for prefactors, we obtain quantitative
agreement for the data displayed in Fig. 8. In Fig. 9 the
normalized apparent velocity at the wall is shown from lower to
higher diffusion rate and is equal to 2:2

ffiffiffiffiffiffi
Ds

p
=hþ 0:10. From

numerical simulations, we expect (see text in Section 3.2) that
nwallx2:56

ffiffiffiffiffiffi
Ds

p
=h� U.

We can thus conclude that using the proposed model,
detailed in the previous section, we have validated the veloc-
imetry technique using pressure-driven ows. It is precise and
robust, but can lead to a systematic error near the wall, in a layer
which extend for a maximum of 5 mm from the solid surface for
dye of high diffusion coefficient in a low viscous uid. Although
it does not seem possible to lower this error, it is however
possible to improve it by decreasing the observation time.
Indeed, the layer where the velocity is overestimated is on the
order of

ffiffiffiffiffiffi
Ds

p
.

The velocity range accessibility is limited in the low speed
limit by the dye molecular diffusion. The displacement due to
diffusion should be not too large as compared to advection.
With FITC in water, the minimum measurable velocity is about
a few micrometers per second.22 The high speed limit comes
from the scanning speed of the confocal microscope and from
the image size related to the objective. For the conditions used
in this work, this corresponds to 1 mm s�1. This high speed
limit could be increased by using an objective of lower magni-
cation. It is important to mention that the bleached line
displacement between two successive images should be low
enough to be able to neglect the disturbance caused by the
scanning nature of confocal microscopy, or alternatively, to
correct the apparent displacement.32

As compared to PTV and PIV methods, photobleaching
under ow remains limited to uni-dimensional ows, although
extensions to 2D are in principle possible using a bleached spot
instead of a bleached line. Due to smaller diffusion coefficient,
these particle-based velocimetry techniques do not suffer
directly from the wall effect discussed above, but also exhibit a
bias on a length scale on the order of the particle size, similar to
the overestimation near the wall of the presented method.

5 Application to complex flows

As explained in the Introduction, the main interest of the
present technique lies on the use of molecular tracers, which do
not perturb the ow and allow particle-uid velocity measure-
ments. Many complex uids contain rather large objects on the
order of tens of microns in diameter that could be observed
using confocal microscopy. In this case, the technique pre-
sented in this paper could be of great interest, because it is
possible to measure simultaneously the uid velocity together
with the observation of particle trajectories.

As an illustration of such a possibility, we disperse PMMA
particles (spheromers CA6, purchased from Microbeads) in a
mixture of thioglycerol and deionized water (4 : 1 weight frac-
tion) containing uorescein at 0.1 � 10�3 mol L�1. The
This journal is © The Royal Society of Chemistry 2015
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suspension is both buoyancy and refractive index matched. Two
suspensions at different volume fractions (0.11 and 0.53) are
owed in our device (h ¼ 50 mm), and the suspending uid
velocity is characterized thanks to photobleaching experiments.
Since the particles appear in black on the images (see examples
displayed in Fig. 10), we rst segmented the particles in each
image to create a mask so that we can focus only on particle-free
regions to determine the uid velocity minimizing the noise
Fig. 10 Illustration of the simultaneous measurement of liquid and
particle velocity for a suspension of 6 mm diameter PMMA particles in a
mixture of thioglycerol and water (density and refractive index
matched), flowing in a 50 mm thick microchannel. The local particle
volume fraction is 0.11 (top) and 0.61 (bottom). The liquid velocity is
estimated from the displacement of the photo-bleached line, by fitting
(dashed lines) the intensity curves (light circles) of the particle free
region. The experimental intensity curves related to the fluid
displacement are displayed in the graphs as circles for two different
times t0 ¼ 0 (reference bleaching time) and t1 ¼ 0.33 s (top) and t1 ¼
0.51 s (bottom). We found a fluid velocity of 20.2 mms�1 in the first case
(top), and 5.7 mm s�1 in the second one (bottom). The solid line with
rhombuses represents the intensity profile along the green line shown
on the images, and shows the displacement of a particle by looking at
the location of theminimum. The selected particles are evidenced by a
circle on the images. Themean velocity of the particles, determined by
m-PTV, is 19.7 mm s�1 in the first (top) case, and 0.017 mm s�1 in the
second case.

This journal is © The Royal Society of Chemistry 2015
due to the black particles. At the same time we locate the
particles and subsequently we measure the mean velocity using
a standard tracking algorithm.8 For the uid velocity measure-
ment, we use exactly the same procedure described in Section
3 deducing the velocity of the liquid phase in each focal plane
through the channel depth.

Fig. 10 shows two different examples of velocity measure-
ments. In the rst example (see Fig. 10, top), we imaged a plane
located at z0 ¼ �17 mm where the local particle volume fraction
of 0.11 is rather low and the liquid velocity is found to be 20.2
mm s�1 while the mean particle velocity calculated by means of
PTV is 19.7 mm s�1 with a standard deviation of 0.8 mm s�1.
Thus, in this case the uid and particle velocity could be
considered the same.

By increasing the volume fraction of the suspension to 0.53,
we observe a partial clogging of the channel due to particle
accumulation. The local volume fraction reaches a value of 0.61
(see Fig. 10, bottom). Friction forces between particles are able,
at this stage, to balance the drag force, so that the particle
velocity is almost zero. It is much lower than the liquid velocity,
estimated in this example to be 5.7 mm s�1 thanks to the pho-
tobleaching procedure. This state is not very different from the
ow of a liquid in a porous medium made of solid particles. In
this case, and whenever there exists a velocity difference
between the uid and the particles, the wall effect discussed in
the previous section prevents an accurate spatial resolution of
the velocity between arrested particles. Only the mean velocity
difference can be measured given the small distance between
particles.

These two examples show that the technique presented here
is adequate to measure velocity differences between small scale
particles and their suspending liquid in microuidic devices. As
explained in the introduction, this has some direct applications
for lab-scale studies of ow properties of concentrated
suspensions. Moreover, the presented velocimetry technique
could also be useful for studies focusing on emulsions, trans-
port properties in porous systems, extrusion processes of micro-
particulate paste where liquid maldistribution33 and liquid
phase migration34 has been found to play a major role in the
nal product properties.
6 Conclusion

In conclusion, we have studied the possibility of using confocal
microscopy and photobleaching under ow as a velocimetry
technique in microchannels. The method basically consists of
following the displacement in time of bleached molecules at
different focal planes through the channel depth. Despite this
apparent simplicity, it is not straightforward as the resulting
intensity curves could be asymmetric depending on the
bleaching conditions and on the importance of convection and
diffusion effects, together with the nite duration and width of
the bleaching. We provide a fast method to account for this
effect based on the convolution of approximate analytical
solutions of the convection–diffusion equation. For pressure-
driven ows, the measurement is rather accurate, and validated
Soft Matter, 2015, 11, 169–178 | 177
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using various channel heights, liquid viscosities and pressure
drops.

The main limitation of this technique comes from wall
effects. Due to diffusion and in the presence of a solid surface,
the velocity is overestimated in the vicinity of the wall. This
drawback is typically important in a 5 mm layer for the lower
viscosity considered in this study. The only possibility to reduce
this effect is to decrease the duration of the bleaching or the
diffusion coefficient. Although the rst one is in principle
feasible but limited by the signal to noise ratio, the second one
would remove the main advantage of the presented technique
which relies on the use of small molecular dyes as tracers.

Applications of this technique concern any ows which
could be perturbed by tracer particles. For example, we have
applied it to ows of suspensions below and above the
jamming, and we have proved the possibility of measuring
simultaneously the particle and liquid velocity. We restrict
ourselves in this study to ows that are invariant in the vorticity
direction, and we use for that purpose a bleaching region which
is a band aligned to this direction. However, the extension of
this technique to fully 3-D ow proles is rather straightfor-
ward, but would require from an experimental point of view an
increase of the signal to noise ratio, since it is not possible to
benet from the light intensity average in the vorticity direction.
In a steady ow, this could be achieved by repeating a few times
the experiments.
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